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Membership Inference Attack (MIA)

𝑥𝐷

𝑥 ∈ 𝐷
(member)

𝑥 ∉ 𝐷
(non-

member)

[Li Hu et al. Defenses to Membership Inference Attacks: A Survey]
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WeChat



◼ Workflow:

Speaker Recognition Systems (SRSs)
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Speaker-Level Membership Inference Attack (SLMIA-SR)

SLMIA-SR Any voice of Bob ∈ 𝑇’s training voices

Bob

a
b

c

a,b,c or a voice other than a,b,c

𝕊𝑡𝑟
𝑡

𝕍𝑡𝑟
𝑡

+
Target

SRS 𝑇
train

(Bob ∈ 𝑇’s training speakers)



SLMIA-SR

◼ Train a binary classifier



SLMIA-SR

◼ Supervised training: shadow SRS



SLMIA-SR: Feature Engineering

◼ Feature engineering for binary classifier
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SLMIA-SR: Feature Engineering

inter-dissimilarity

intra-similarity intra-similarity

◼ Training objectives of SRS

◼ hypothesis: 

training speakers              non-training speakers 

Intra-similarity: 21 features

Inter-dissimilarity: 82 features

Embeddings



SLMIA-SR: Enhancement

𝑁: |𝑆|
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𝑡 |
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𝑆: {          …               …  }

inference voices 

◼ Mixing ratio 𝑟 training (of attack model)
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◼ Voice Chunk Splitting



SLMIA-SR: Reducing #Query
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SLMIA-SR: Evaluation

◼ Model

Architecture

◼ Dataset: VoxCeleb-2 (en), LibriSpeech (en), KeSpeech (zh)

◼ Metric: Accuracy, AUROC, True Positive Rate (TPR) at x% False Positive Rate (FPR) 

◼ Baseline: LRL-MIA [1], EncoderMI [2], TLK-MIA [3], FaceAuditor [4]

[1] User-level membership inference attack against metric embedding learning

[2] Membership inference attacks against self-supervised speech models

[3] EncoderMI: Membership inference against pre-trained encoders in contrastive learning

[4] FACEAUDITOR: data auditing in facial recognition systems



SLMIA-SR: Overall Performance



SLMIA-SR: Ablation Studies

◼ Disjoint Architectures ◼ Disjoint Dataset Distribution



SLMIA-SR: Application & Potential Impact

◼ Ordinary users: Voice data auditing

◼ System maintainers: Accessing privacy level of speaker recognition services before publishing



Any Question?
Thanks!

Take away

⚫ Speaker-level membership inference attack against speaker recognition systems

⚫ Distinguish training and non-training speakers by intra-similarity & inter-dissimilarity

⚫ 103 features to launch attacks

⚫ Three strategies to enhance attacks

⚫ Strategy to reduce #queries

⚫ Effective even for disjoint dataset distributions and architectures

Code: https://github.com/S3L-official/SLMIA-SR

Paper: https://www.ndss-symposium.org/ndss-paper/slmia-sr-speaker-level-

membership-inference-attacks-against-speaker-recognition-systems

https://github.com/S3L-official/SLMIA-SR
https://www.ndss-symposium.org/ndss-paper/slmia-sr-speaker-level-membership-inference-attacks-against-speaker-recognition-systems
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Trustworthy Artificial Intelligence

◼ expected to graduate (Ph.D.) in June 2024

◼ on the job market

◼ Consider dropping emails for opportunities

◼ Publications:
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